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Abstract 
 

This paper presents a novel hardware architecture 
for the approximation of the base-2 logarithm of 
integers at a high accuracy and with low resource 
requirements. The generalized piecewise linear 
approximation approach allows the utilization of a 
very large number of linear segments for the 
approximation of the logarithm function, whereas state 
of the art architectures are limited to a maximum of six 
segments. In the proposed implementation, up to 1024 
linear segments are employed. The exploitation of the 
capabilities of modern FPGAs, such as large 
BlockRAMs and fast multipliers allow a high 
frequency potential combined with low resource 
requirements, resulting in a pipelined implementation 
that only requires up to 329 slices, one BlockRAM and 
one multiplier. The selected number of segments 
affects the approximation error, which is lower than 
the comparable architectures by up to five orders of 
magnitude. The properties of the proposed 
architecture render it suitable for use as a generic 
component in systems that require fast, accurate and 
resource-efficient logarithm calculation. 
 
1. Introduction 
 

The logarithm function is used in a multitude of 
applications in the signal and image processing, 
telecommunications, biomedical and industrial 
domains. Several of these applications require a large 
number of logarithm calculations per second in order 
to achieve their performance goals. Moreover, the 
logarithm calculations have to be performed 
accurately. For example, the pre-processing of 
microarray data entails the logarithmic normalization 
of thousands of data samples for each microarray 
image. Inaccurate computations of the logarithm in 
such an application can lead to erroneous medical 
decisions. Another example is any real-time pattern 
recognition system such as [2], where inaccurate 
computations of features based on the logarithm can 
lead to a deteriorated recognition performance. 

Hardware architectures that have been proposed for 
the approximation of the base-2 logarithm include 
implementations of several families of algorithms, 
including power series [3] and polynomial methods 
[4], high-radix algorithms [5], the CORDIC 
(Coordinate Rotation Digital Computer) algorithm [6] 
and piecewise linear approximation methods [7-10]. 
The iterative CORDIC algorithm has commonly been 
used for logarithm approximation; however 
implementing it as a pipelined circuit in an area-
efficient way on FPGA remains a challenge. A vast 
number of implementations based on table lookup and 
polynomial approximation are examined in [11], but 
possible optimizations based on the available FPGA 
resources are not taken into account. Alternatively, 
many hardware architectures aiming at crude, however 
fast approximation of the logarithm, implement the 
piecewise linear approximation approach based on 
Mitchell’s method [7]. According to this approach the 
logarithm function is approximated by a small number 
of consecutive linear segments. In [2] and [8] this 
method was implemented by using only two segments; 
in [9] four segments were used; whereas in [10] a 
VLSI architecture that uses two, three and six 
segments was proposed. 

Inspired by Mitchell’s method, and motivated by 
the need of combining both computational efficiency 
and approximation accuracy, we propose a novel 
architecture for the approximation of the base-2 
logarithm in a fast and area-efficient way, exploiting 
the capabilities of modern FPGAs. The proposed 
architecture implements a generalized piecewise linear 
approximation of the logarithm function that allows for 
a large number of linear approximation segments, 
providing up to five orders of magnitude lower 
approximation error than the other piecewise methods. 
The achieved approximation accuracy depends on the 
number of segments used, which affects the size of a 
ROM that is used for storing the parameters that 
control the computation. The implementation of the 
ROM using a single FPGA BlockRAM minimizes both 
the slice and the BlockRAM requirements, resulting in 



a small circuit that occupies less than 0.5% of the total 
FPGA area. 

The rest of this paper is organized in three sections. 
Section 2 describes the logarithm approximation 
approach and the FPGA implementation of the 
proposed architecture. The results of the experiments 
conducted are presented in Section 3. The conclusions 
of this study are summarized in Section 4. 
 
2. Logarithm Estimation via Piecewise 
Linear Approximation 
 

A piecewise linear approximation approach that 
involves three steps is considered. It involves the 
calculation of the integral part of the logarithm, the 
linear approximation of the fractional part of the 
logarithm by one segment and the piecewise linear 
approximation of the fractional part by several 
segments. The piecewise linear approximation of the 
third step is performed by splitting the linear 
approximation produced in the second step into s 

consecutive linear segments. The steps are described in 
detail below: 
 
2.1. Step 1 

The integral part of the logarithm, ⎣ ⎦)(log)( 2 xxli = , 
is determined by the position of the Most Significant 
Bit (MSB) of the input number x, where 

122 +<≤ nn x  ⇒  nxli =)(  (1) 
 

2.2. Step 2 
The fractional part of the logarithm, i.e. 

)()(log2 xlxl if −= , is estimated by linear 
approximation between the points ),2( nn  and 

)1,2( 1 ++ nn , n=1,2,…, of the function log2(x) resulting 
in Eq. 2. The approximated fractional part is 
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2.3. Step 3 

In the third step, a new approximation )(xl f′  of the 
fractional part of the logarithm is derived as a function 
of )(xl f . It is obtained by piecewise linear 
approximation between the points ),2( nn  and 

)1,2( 1 ++ nn  using s linear segments of equal length. 
The fractional part )(xl f  determines the segment 

seg(x) to which x belongs, according to Eq. 3. 
seg(x) = ⎣ ⎦)(xls f⋅  (3) 

As illustrated in Fig. 2, for an input number x, the 
endpoints A and B of the segment seg(x) are elevated 
by )( xsegc  and 1)( +xsegc  and their coordinates are derived 
by Eqs. 4 and 5 respectively. The equation that defines 
the linear segment AB is simplified to the equivalent 
Eq. 6 producing the equation used for the calculation 
of )(' xl f . 
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The optimal parameters ci can be determined by 
minimizing the approximation error E (Eq. 7), which 
represents the sum of the relative differences between 
the actual and approximated values of the logarithm. 
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Figure 1.  Steps 1 and 2 of logarithm 

approximation 
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Figure 2. '

fl  as a function of fl  



 
2.4. Implementation 

The proposed architecture is implemented as a fully 
pipelined circuit, in order to achieve a throughput of 
one result per clock cycle. It consists of 6 pipeline 
stages and one dual-ported ROM. The ROM stores the 
parameters ci in a b-bit wide fixed point representation 
and is implemented on a single FPGA BlockRAM. 
Figure 3 illustrates the structure of the pipelined 
circuit. In the first pipeline stage, a priority encoder is 
used to locate the MSB of the input number x. The 
output of the priority encoder is the integral part )(xli  
of log2(x). In the second stage a shifter is used to 
isolate the fractional part )(xl f . It is worth noting that 
the priority encoder and shifter used in the first two 
stages only consume a limited amount of FPGA 
resources due to their small width. 

For the calculation of )(' xl f , we have regarded s as 
a power of two. Thus, the quantities seg(x) and 

)()( xsegxls f −⋅ , needed for the calculation of Eq. 6, 
can be calculated from the fixed-point representation 
of )(xl f  by separating its bits into two parts, without 
performing any arithmetic or logic operations. 

In order to proceed with the calculation of )(' xl f , 
seg(x) and )()( xsegxls f −⋅  are calculated at the end of 
the second stage. The third stage involves two 
concurrent ROM lookups at addresses seg(x) and 
seg(x)+1, retrieving the parameters cseg(x) and cseg(x)+1. 
In the fourth stage, cseg(x) is subtracted from cseg(x)+1 and 
in the fifth stage the result is multiplied by 

)(xsegls f −⋅  using one of the on-chip multipliers. In 
the last stage, the result of the fifth stage is added to 
the sum of )(xl f  and cseg(x) to produce )(' xl f , which is 
concatenated to )(xli  in order to produce the final 
log2(x) approximation. 

 
3. Results 
 
Experiments were conducted to evaluate the 
performance of the proposed architecture. The results 
are accompanied with comparisons with state of the art 
architectures implementing piecewise linear 
approaches for logarithm approximation. 

The proposed architecture for the approximation of 
the base-2 logarithm of 16-bit integers was 
implemented on a Xilinx Virtex-5 FPGA 
(XC5VLX110T-3) which features 69120 slice flip-
flops and LUTs, 64 DSP48E multiplier blocks and 148 
36kbit BlockRAMs. The number of linear segments s 
and the width b of the parameters ci are adjusted so 
that the ROM resides on a single 36kbit BlockRAM 
and the multiplier is implemented on a single 25×18 bit 
multiplier of a DSP48E block. Therefore s ranges from 
2 to 1024, whereas b ranges from 2 to 24 bits. The 
logarithm approximation output is a fixed-point value 
that utilizes 4 bits for the representation of the integral 
part, whereas the fractional part occupies up to 32 bits. 

In order to evaluate the proposed architecture 
compared to the other piecewise linear approximation 
approaches, the obtained approximation error E was 
calculated for each method, as shown in Table 1. The 
method proposed by Hall et al. [9] surpasses the other 
approaches and achieves E=1.65·10-4. These piecewise 
linear approximation approaches [8-10] aim to provide 
a fast approximation of the logarithm that requires few 
hardware resources. Due to their design 
considerations, they employ hardwired logic in order 
to increase the accuracy of [7].  

In contrast to the aforementioned methods, the 
proposed architecture yields considerable gains in 
accuracy by efficiently using the available FPGA 
resources, instead of relying on hardwired error-
correcting logic. The comparison of the proposed 
architecture to the implementation of [9] on the same 
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Figure 3. The implementation of the logarithm approximation architecture 



FPGA is presented in Table 2 and reveals that the error 
E can be decreased by five orders of magnitude 
(E=1.83·10-9) when using the proposed architecture, by 
utilizing one BlockRAM and only moderately 
increasing the occupied slices. It is important to note 
that the 329 slices required by the proposed 
architecture represent less than 0.5% of the total FPGA 
area. In order to reach similar accuracy using more 
complex methods, such as polynomial [4] or CORDIC 
[6], significantly more FPGA resources would be 
required. The floating point logarithm approximation 
architecture presented in [4] achieves a lowest 
approximation error in the order of E=10-8, which is 
higher than that of the proposed architecture, while 
requiring 6 times more multipliers when synthesized 
on the same FPGA. Also, the CORDIC architecture, 
which produces fixed point output, occupies nearly 8 
times more slices than the proposed architecture for E 
in the order of 10-9. 

 
4. Conclusions 
 

We presented an FPGA-based architecture for fast 
and area-efficient approximation of the base-2 
logarithm on FPGA devices. The novel features of this 
architecture can be summarized in the following:    
• It implements a piecewise linear approximation 

of the logarithm function using a large number of 

linear segments, in order to achieve up to five 
orders of magnitude higher accuracy than the 
comparable methods. 

• In contrast to the state of the art implementations, 
it is designed to exploit the available FPGA 
resources, such as BlockRAMs and multipliers, in 
order to provide low FPGA area utilization and 
high frequency. 

The first feature allows the proposed architecture to 
be used in a variety of FPGA designs as a generic 
component that provides highly accurate logarithm 
calculation. The second feature enables a significant 
reduction in FPGA slices by using only one 
BlockRAM for the implementation of the dual-ported 
ROM and one FPGA multiplier, also allowing the 
architecture to reach a high frequency potential, thus 
rendering the proposed architecture suitable for high-
throughput applications. 

Other logarithm approximation architectures 
implementing piecewise linear approximation [8-10] 
use up to a maximum of 6 segments, whereas they 
cannot be reconfigured to further increase the number 
of segments, as the number of segments is hardwired. 
The proposed architecture overcomes this limitation, 
consequently increasing the accuracy, while retaining 
the low FPGA area requirements and the frequency 
advantages of these methods. Thus, it can be 
embedded into any FPGA-based application that 
requires fast and accurate logarithm approximation for 
throughput-sensitive and real-time applications. 
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