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ABSTRACT 
 
This work introduces a novel level-set based scheme for the 
segmentation of protein spots in 2D-GE images. The 
proposed scheme incorporates a protein spot detection stage 
based on the identification of local intensity minima in order 
to allow the separation of overlapping spots. Moreover, 
histogram adaptation and morphological operators are 
applied for the identification of faint spots. A segmentation 
stage follows, where a level-set function is initialized based 
on local intensity maxima and evolves according to energy 
terms derived in the detection stage. The experimental 
evaluation demonstrates that the proposed scheme generates 
more plausible spot boundaries than PDQuest 8.0.1 and 
Melanie 7 and outperforms both software packages in terms 
of segmentation performance.  
 

Index Terms—2D-GE Images, Protein Spot 
Segmentation, Level-Sets. 

 
1. INTRODUCTION 

 
The growing interest in proteome analysis triggered the 
development of proteome visualization technologies. Two-
dimensional gel electrophoresis (2D-GE) is the highest 
resolving procedure for protein display prior to post–
separation analysis [1]-[2]. 2D-GE results in digital 
grayscale images containing a few hundred up to several 
thousands of protein spots. The amount of each migrated 
protein can be estimated by the cumulative intensity value 
of each pixel within the spot region.  

Protein spot regions can be identified by means of 
segmentation of 2D-GE images. However, 2D-GE image 
segmentation is complicated because of the non-uniformity 
of the background intensity, the presence of faint and 
saturated spots as well as the complex regions containing 
overlapping spots.  

State-of-the-art commercial image analysis software 
packages such as: Melanie (GeneBio/GE Healthcare) [3]-
[4], and PDQuest (Bio-Rad) [5]-[6] are powerful tools in 

2D-GE image analysis. Nevertheless, they are highly 
parametric and the results obtained require manual editing 
by biologists through a time-consuming, error-prone and 
subjective process [7]. These open issues motivate further 
research on robust and objective computer-assisted methods 
for 2D-GE image segmentation. 

Stepwise thresholding [8], edge detection [9] and 
watershed methods [10] have been applied on 2D-GE image 
segmentation. However, stepwise thresholding and edge-
detection fail in the presence of background non-uniformity 
and overlapping spot clustering [11] whereas watershed 
methods lead to oversegmentation [12]. 

Level-sets [13] have been widely used in image 
segmentation since they are topologically adaptable, 
facilitating contour merging or splitting. This topological 
adaptability of level-sets is of key importance in the case of 
2D-GE image, which may count thousands of protein spots. 
Moreover, the inherent continuity and smoothness of level-
sets can compensate for noise, gaps and other irregularities 
in target boundaries.  

This work introduces a novel level-set based scheme 
for protein spot segmentation in 2D-GE images. The 
proposed scheme employs an initial protein spot detection 
stage based on the identification of local intensity minima, 
which facilitates the separation of overlapping spots. In 
addition, histogram adaptation and morphological operators 
are applied for the identification of faint spots. A 
segmentation stage follows, which involves initialization of 
a level-set function based on local intensity maxima and 
evolution of the level-set surface guided by energy terms 
derived in the detection stage.  

The outline of this paper is organized as follows: 
Section 2 provides the theoretical background of the 
proposed segmentation scheme, which includes the Chan-
Vese level-set model [14]. Section 3 introduces the 
proposed scheme whereas Section 4 demonstrates the 
experimental results. Finally, Section 5 summarizes the 
conclusions of this study. 
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2. CHAN-VESE MODEL 
 

The segmentation of an image , where Ω is a 

bounded open subset of 

Ru :1

2R  with ∂Ω its boundary, is 
formulated as a minimization problem: seeking for the 
infimum of the energy functional :
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where  is a piecewise parameterized curve,  
and  represent the average intensities of  in the 
foreground and in the background respectively and 
parameters 
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  and  are weights for the 
regularizing term and the fitting terms, respectively. In the 
level set formulation [13], the curve  is represented 
implicitly by the zero level-set of a Lipschitz function 
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R:1 . By keeping  and  fixed, and minimizing 
 with respect to 
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F 1 , the associated Euler-Langrange 
equation for 1  is deduced. Parameterizing the descent 
direction by an artificial time , 0t 1  is determined by 
solving the following equation: 
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where  and δ is the one-dimensional 

Dirac function. The Chan-Vese level-set model is noise-
robust and topologically adaptable; however it fails to 
segment 2D-GE images containing complex regions of 
overlapping spots as well as faint spots.  

 ),(),,0( yxt

 
3. PROPOSED SCHEME 

 
The proposed scheme is comprised of an initial protein spot 
detection stage, followed by a segmentation stage based on 
level-sets. 

 
3.1. Protein Spot Detection 
 
The proposed scheme aims to cope with a crucial issue in 
2D-GE image analysis, which involves the presence of 
complex regions containing overlapping spots. It can be 
observed that the region of spot overlap is associated with 
local intensity minima with respect to a particular direction. 
Considering this observation, the image is initially scanned 
with parallel straight-line segments of variable lengths and 
multiple directions. Local intensity minima are selected 
according to the following constraints: intensity value a) 
exceeds a threshold T1 and b) is a global minimum over a 
square sub-segment of width, which exceeds a minimum 
value w. These constraints are imposed so as to exclude 

local intensity minima associated with background clutter. 
Figure 1 illustrates: (a) a part of a synthetic 2D-GE image 
containing overlapping spots and (b) the detection results 
obtained by the local intensity minima process, with each 
minimum marked as black. It is evident that regions of spot 
overlap are correctly identified.  

  
(a) (b) 

Fig. 1: (a) Part of a synthetic 2D-GE image containing 
overlapping spots, (b) detection results obtained by the local 
intensity minima process. 
 

Another challenge, complicating 2D-GE image 
analysis, is posed by the presence of faint spots. The 
proposed scheme aims to cope with this issue by employing 
a histogram equalization variant called contrast-limited 
adaptive histogram equalization (CLAHE) [15]. Contrary to 
the original histogram equalization, CLAHE adaptively 
enhances the image contrast in q×q non-overlapping image 
regions called tiles. The resulting contrast is restricted by a 
parameter h called clip limit so as to avoid unwanted 
amplifications induced by noise, artifacts and streaks. The 
resulting neighboring tiles are merged by means of bilinear 
interpolation so as to reduce artificially induced boundaries.  

As a next step, the contrast-enhanced image generated 
by CLAHE is binarized according to a threshold value T2. 
However, the identified spot regions contain “holes”, as a 
result of intensity inhomogeneity. Morphological flood-fill 
operation [16] is applied so as to eliminate “holes”. Figure 2 
illustrates results obtained by the morphological flood-fill 
operation on the image of Fig. 1(b): (a) without the 
application of CLAHE and (b) with the application of 
CLAHE. It is evident that the application of CLAHE is 
essential in order to identify faint spots. 

 
3.2. 2D-GE Image Segmentation  

 
The second stage of the proposed scheme involves 
initialization and evolution of a level-set based 
segmentation model. The level set function is initialized so 
that the zero-levels approximate protein spots. The 
initialization process is based on the observation that protein 
spots are associated with regional intensity maxima [16]. 
Accordingly, initialization starts with the detection of such 
maxima so as to construct a surface of multiple cones 
centered at protein spot positions. Regional intensity 
maxima are selected according to the following constraints: 
a) intensity value should be the maximum over an m×m 
adjacent region and b) every pixel over a z×z square 

2011 18th IEEE International Conference on Image Processing

2190



neighborhood of each one of them should have intensity 
value which exceeds a threshold value T3. 

  
(a) (b) 

Fig. 2: Results obtained by the morphological flood-fill 
operation on Fig. 1(b): (a) without the application of 
CLAHE, (b) with the application of CLAHE. 
 

The evolution of the level-set surface is restricted in 
separate g×g image regions which share the same center 
position with each level-set cone generated in the 
initialization process. This separate evolution is 
computationally more efficient than iterative calculations of 
the entire level-set surface. The level-set evolution proceeds 
according to the following equation:  
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where ,  are the original 2D-GE image and the output 

image of the protein detection stage, respectively. In 
addition,  and  are the average foreground and 

background intensities of  and , whereas  and 

 are the weights for the regularizing and fitting terms 

of  and , respectively.  Equation (3) encompasses 

information derived by local intensity minima and 
morphological processing of the original 2D-GE image, 
facilitating correct detection of overlapping and faint spot 
boundaries.  
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4. RESULTS 

 
The proposed scheme has been experimentally evaluated on 
a dataset of 20 synthetic 2D-GE images generated by the 
Real-Time Systems & Image Analysis Lab, so as to allow 
quantitative evaluation of the segmentation results. The 
simulation of the 2D-GE images addresses the key attributes 
of real 2D-GE images: 1) multiplet occurence, 2) spot 
saturation, 3) background inhomogeneity and 4) presence of 
streaks and noise [2]. Each synthetic image has size of 
approximately 1500x2000 pixels, gray level depth of 16-bit 
and contains about 200 spots distributed according to the 
beta function. Synthetic spots are generated following a flat 
top intensity profile in order to emulate the saturation 
characterizing actual protein spots. Synthetic background is 
inhomogeneous, noisy and contains streaks, as it is the case 
with  real 2D-GE image background. 

The proposed scheme has been implemented in Matlab 
R2009b and executed on a 3.2 GHz Intel Pentium 

workstation. Parameters r, T1, w, q, h, T2, m, z, T3, g, , , 

,  and μ were set to 4, 150, 3, 2, 0.01, 160, 3, 3, 75, 

100, 1, 1, 1, 1 and 0.006·255² respectively, according to 
preliminary experimentation. 


1


1


2


2

Figure 3 illustrates: (a) a synthetic 2D-GE image, as 
well as the segmentation results obtained by (b) the 
proposed scheme, (c) Melanie 7 and (d) PDQuest 8.0.1 
software packages. It is evident that the proposed scheme 
results in more plausible spot boundaries than Melanie 7 
and PDQuest 8.0.1. PDQuest 8.0.1 generates elliptical 
boundaries which do not correspond to the irregular shape 
of the actual spot boundaries. Furthermore, Melanie 7 
identifies false spots and thus, forces the expert biologists to 
a laborious, error-prone and time-consuming correction 
process. It should be noted that we conducted further 
experiments on real 2D-GE images, which lead to similar 
qualitative conclusions. Due to space constraints these 
results are not presented in this paper. 

The segmentation results are quantified according to 
the spot volume V [3]: 


 gionRey,x

)y,x(IV  (4) 

where I(x,y) is the intensity value of pixel (x,y). 
Comparison of the segmentation results with the 
corresponding ground truth image, as generated by the 2D-
GE image simulation software allows the categorization of 
each pixel in one of the following four region types: “actual 
spot region (ASR)”, “false spot region (FSR)”, “false 
background region (FBR)” and “actual background region 
(ABR)”. 

The spot volumes which are calculated according to 
Eq. (4) for the above four cases of regions, correspond to 
the “actual spot volume” (ASV), “false spot volume” 
(FSV), “false background volume” (FBV) and “actual 
background volume” (ABV), respectively. The 
segmentation performances are quantitatively evaluated in 
terms of sensitivity and error, which are defined as follows:  

 
FBVASV

ASV
ysensitivit


 , 

FBVASV

FSV
error


  (5) 

Table I illustrates the results obtained by the proposed 
scheme, as well as by Melanie and PDQuest. It is evident 
that the proposed scheme outperforms Melanie 7 and 
PDQuest 8.0.1 in terms of sensitivity and error.  
 

TABLE I: SEGMENTATION RESULTS 
 Proposed 

Scheme 
Melanie 7  PDQuest 

8.0.1 
sensitivity 92,0±1,2% 86,5±3,2% 80,2±4,6% 

error 20,0±3,2% 83,1±8,9% 55,0±6,7% 

 
5. CONCLUSIONS 

 
This work introduces, a novel level-set based scheme for 
protein spot segmentation in 2D-GE images. The proposed 
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scheme incorporates a protein spot detection stage based on 
the identification of local intensity minima for the 
separation of overlapping spots. Histogram adaptation and 
morphological operators are applied for faint spots 
identification. A segmentation stage follows, where a level-
set function is initialized according to local intensity 
maxima and evolves guided by energy terms derived in the 
detection stage. The proposed scheme copes with crucial 
issues in 2D-GE image analysis, including the presence of 
noise, overlapping and faint spots. 

 The experimental evaluation demonstrates that the 
proposed scheme generates more plausible spot boundaries 
than PDQuest 8.0.1 and Melanie 7 and outperforms both 
software packages in terms of sensitivity and error. Future 
perspectives of this work include further experimentation on 
real 2D-GE images and integration within a 2D-GE image 
analysis system. 

  
(a) (b) 

  
(c) (d) 

Fig. 3: (a) Synthetic 2D-GE image and segmentation results 
emerged from: (b) the proposed scheme, (c) Melanie 7 and 
(d) PDQuest 8.0.1 software packages.  
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