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Abstract—Two-dimensional gel image analysis is widely recog-
nized as a particularly challenging and arduous process in pro-
teomics field. The detection and segmentation of protein spots are
two significant stages of this process as they can considerably af-
fect the final biological conclusions of a proteomic experiment. The
available techniques and commercial software packages deal with
the existing challenges of 2-D gel images in a different degree of
success. Furthermore, they require extensive human intervention
which not only limits the throughput but unavoidably questions the
objectivity and reproducibility of results. This paper introduces a
novel approach for the detection and segmentation of protein spots
on 2-D gel images. The proposed approach is based on 2-D image
histograms as well as on 3-D spots morphology. It is automatic and
capable to deal with the most common deficiencies of existing soft-
ware programs and techniques in an effective manner. Experimen-
tal evaluation includes tests on several real and synthetic 2-D gel
images produced by different technology setups, containing a total
of ∼21 400 spots. Furthermore, the proposed approach has been
compared with two commercial software packages as well as with
two state-of-the-art techniques. Results have demonstrated the ef-
fectiveness of the proposed approach and its superiority against
compared software packages and techniques.

Index Terms—Two-dimensional (2-D) gel images, protein spot
detection, protein spot segmentation, proteomics.

I. INTRODUCTION

S CIENTIFIC interest in the field of proteomics has spectac-
ularly increased in recent years. In this field of research, a

number of opportunities has emerged; to investigate a multitude
of diseases and to reach and extract useful conclusions for their
treatment, to produce new drugs, to demonstrate new diagnos-
tic markers and to explore biological events [1]–[4]. The 2-D
Polyacrylamide Gel Electrophoresis technique has been widely
used in proteomics because of its ability to separate thousands
of proteins on polyacrylamide gels, according to the differences
in their net charge and their molecular mass [5]–[7]. Digitized
2-D gels images contain thousands of spots, each representing
a specific protein. Image analysis is therefore crucial in ex-
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tracting biological information from a 2-D gel electrophoresis
experiment. One of the goals of such an analysis is the rapid
identification of 1) proteins located on a single gel and 2) dif-
ferentially expressed proteins between samples run on a series
of 2-D gels.

The process of analyzing 2-D gel images includes the fol-
lowing four main stages: 1) spot detection, 2) spot segmenta-
tion, 3) spot quantification as well as 4) image alignment for
matching the corresponding protein spots in different images.
The process of analyzing 2-D gel images can be performed in
two different ways [8], [9]: in the customary analysis work-
flow, spot detection and segmentation are performed prior to
image-alignment [10], [11] while in another analysis workflow,
image-alignment is applied prior to spot detection and segmen-
tation (Delta2D and Progenesis Samespots). Regardless of the
workflow performed, spot detection and segmentation are two
challenging stages in 2-D gel image analysis due to the very
nature of these images. Indeed, these images contain thousands
of spots of various intensities, sizes, and shapes. In many cases,
spots are so poorly contrasted that they are not clearly visi-
ble. Furthermore, adjacent spots are often not separated; instead
they are highly overlapped. Finally, the quality of these images
is often degraded due to the existence of noise, artifacts, or
inhomogeneous background [12].

There is a considerable number of commercial software pro-
grams for analyzing 2-D gel images [9] including: PDQuest,
DeCyder 2D, Melanie 7, and ImageMaster, as well as Delta2D
and Progenesis Samespots. Despite their respective merits, each
one has a different degree of success dealing with the existing
challenges of 2-D gel images, and the best solution is far from
being reached [9], [13]. First, they all require human interven-
tion in order to specify mandatory input parameters. Second,
they often present a number of drawbacks; they merge overlap-
ping spots, split a single spot into more, fail to detect real spots,
mistake artifacts for spots, and determine the boundary of spots
without the desirable precision. It is worth mentioning that the
aforementioned errors have an accumulative effect which in-
evitably modifies the protein expression levels thus leading to
erroneous biological conclusions. Therefore, extensive manual
editing, which is a time-consuming process, requiring 1 to 4
man-hours per gel on average, is needed to correct this multi-
tude of errors [14]. It should be noted that human intervention
not only limits the throughput but also brings the objectivity and
reproducibility of results into question. Therefore, automating
this part of the process is essential because: 1) it will allow ex-
peditious high throughput analysis of the expression levels of
thousands of proteins, and 2) it will lead to objective biological
conclusions.
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Yoon et al. [15] proposed a method for the separation of
overlapping spots as well as the enhancement of weak spots.
Their method is based on the assumption that proteins have a
Gaussian-distribution shape. Morris et al. [16] presented a spot
detection and quantification method called “Pinnacle,” while Li
et al. [17] proposed a method for the quantification and statisti-
cal analysis of 2-D gel images called “RegStatGel.” Both these
methods process an average image of a properly aligned 2-D gel
set. Pinnacle’s spot detection is performed—on an average de-
noised image—by detecting “pinnacles” (i.e., local minima on
the denoised average image) and combining them within a de-
fined proximity. Although Pinnacle performs well in detecting
the overlapping spots [16], it occasionally results in false pos-
itive spot detections [18]. RegStatGel’s segmentation stage re-
lies on the watershed algorithm [19] and faces difficulties in
splitting overlapping spots [18]. Mylona et al. [20] proposed
a method for the spot detection which is based on morpho-
logical operations. This method performs well in detecting the
overlapping spots. However, it occasionally results in missed
spots [20]. Dos Anjos et al. [11] proposed a spot segmentation
and quantification method called “Scimo” which is also based
on watersheds. This method can give a more realistic estima-
tion of spots placed close to each other, as well as partially
overlapping nonsaturated spots. However, it assumes that each
basin of the watershed contains only one protein spot. In the
case of major overlapping, the latter is not always valid. Re-
cently, Savelonas et al. [10] proposed a segmentation method
which exploits the properties of active contour formulation
in order to deal with many of the challenges in 2-D gel im-
ages. Nevertheless, this method cannot segment overlapping
spots.

In this paper, an original approach for the detection and seg-
mentation of spots on a 2-D gel image is presented. The proposed
approach is based on 2-D image histograms and on 3-D spots
morphology. The centers of spots are determined using a cluster-
ing procedure, while spurious spots are removed using statistical
measures. Earlier versions of our proposed approach presented
in conferences [21]–[23] used neither the clustering procedure
nor the statistical measures. These previous approaches have
been evaluated on a limited number of spots and the results
showed that they outperformed the compared software pack-
ages and techniques. However, they detect more spurious spots
and miss actual protein spots. In this paper, the proposed ap-
proach has been evaluated using three datasets of 16-bit real
and synthetic 2-D gel images, containing a total of ∼21 400
spots. To the best of our knowledge, this is the first attempt
toward evaluating an approach for the spot detection and seg-
mentation in 2-D gel images using such a large number of spots.
Furthermore, the proposed approach has been compared with
two commercial packages [Delta2D (http://www.decodon.com)
and Melanie 7 (http://www.genebio.com)] as well as with two
recently published methods [10], [11]. The results demonstrate
that the proposed approach is very effective even when applied
to images produced by different technology setups. These im-
ages contain: 1) spots of various shapes, sizes, and intensities,
2) several overlapping spots, as well as 3) noise, artifacts
(streaks, speckles), and inhomogeneous background.

II. PROPOSED APPROACH

The proposed approach is divided into the following five
successive steps: First, “regions of interest” (ROIs) containing
mostly spots are specified based on the 2-D histogram of a
2-D gel image (A). Subsequently, the pixels that have a high
probability of being spot-centers are determined—inside each
ROI—based on the 3-D morphology of the protein spots (B).
Afterward, spot surfaces are initially roughly (C) and then ac-
curately (D) segmented. Finally, each spot surface is examined
in order to establish whether the spot is real or spurious (E).

A. Specification of Regions of Interest on a 2-D Gel Image

Let SR ⊂ N2 be the set of ROIs on a 2-D gel image. The SR
is defined by the following equation:

SR = {Rr , r = 1, .., N} (1)

where N is the number of discrete regions, Rr of interest (ROIs)
on the 2-D gel image (I). The SR set contains the pixels p of I
that have high probability of forming spots regions. Since inten-
sity values of spots vary, SR can be divided into two subsets:
1) a subset SPH containing high-intensity pixels, and 2) a subset
of pixels SPL containing low-intensity pixels

SR = {SPH ∪ SPL}. (2)

The determination of the pixels being elements of SPH or SPL

sets is accomplished by applying the 2-D Otsu thresholding
technique [24]. It is worth mentioning that this thresholding
technique does not require any parameters and is based on
the 2-D histogram of the image, which—compared to the 1-D
histogram—provides information about the spatial correlation
between pixels on the image [25].

In our approach, the 2-D Otsu technique is applied twice. The
SPH and the SPL sets are determined in the first and second
iterations, respectively (see later).

1) Overview of the 2-D Histogram and 2-D Otsu Threshold-
ing Technique: The 2-D histogram of an image I of M × N
size is defined as

H(I(p), Ī(p′)) =
o(I(p), Ī(p′))

M × N
(3)

where Ī denotes I after being smoothed with a 3 × 3 mean filter
[26]. I(p) denotes the intensity value of a pixel p in I , whereas
Ī(p′) is the intensity value of a pixel p′—which corresponds to
pixel p—in Ī . o(I(p), Ī(p′)) stands for the occurrences of the
intensity pairs (I(p), Ī(p′)).

According to the 2-D Otsu thresholding technique, there is
an optimal vector (S, T ) which is automatically determined
and which divides the 2-D histogram into four quadrilaterals
(see Fig. 1) each having a specific attribute. The quadrilateral
labeled as “2” contains the frequencies of the intensity pairs
(I(p), Ī(p′)) for which the respective pixels (p, p′) are located
in regions containing spots of high intensity. The quadrilateral
labeled as “1” contains the frequencies of the pairs (I(p), Ī(p′))
for which the respective pixels (p, p′) are located in the back-
ground as well as in regions containing spots of low intensity.
The quadrilaterals labeled as “3” and “4” contain the frequencies
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Fig. 1. Two-dimensional histogram of a typical 2-D gel image (a) in 2-D and
(b) in 3-D representations.

Fig. 2. Specification of ROI: (a) Part of a real 2-D gel image. (b) Three discrete
regions of interest Rr , r = 1, 2, 3. SPH and SPL sets are colored in red and
blue, respectively.

of the pairs (I(p), Ī(p′)) for which the respective pixels (p, p′)
are located near edges or are noise.

2) Iterative 2-D Otsu Thresholding Technique: In the first
iteration, the 2-D Otsu recursive thresholding technique is ap-
plied to the entire 2-D gel image (I). As mentioned earlier, the
quadrilateral labeled as “2” corresponds to pixels having high
probability of forming regions of high intensity spots. Therefore,
the subset of pixels SPH is defined as

SPH = {(p, p′) : (I(p) ≥ S) ∧ (Ī(p′) ≥ T )} (4)

where (S,T ) denotes a threshold vector which is automatically
determined by applying the 2-D Otsu recursive thresholding
technique to the entire 2-D gel image I .

In order to find the pixels having high probability of forming
regions of low intensity spots and separate them from pixels of
the background, 2-D Otsu recursive thresholding technique is
subsequently applied to SPC

H which is the complementary set
of SPH and it is defined as

SPC
H = {(p, p′) : (p, p′) /∈ SPH }. (5)

Likewise, the subset of pixels SPL is defined as

SPL ={(p, p′) : ((p, p′)∈SPC
H ) ∧ (I(p) ≥ S ′) ∧ (Ī(p′) ≥ T ′)}

(6)

where (S ′,T ′) denotes a threshold vector which is automatically
determined using the 2-D Otsu recursive thresholding technique
in the part of the image I which is formed by the pixels of the
SPC

H set.
An example of ROIs is depicted in Fig. 2. As one may observe,

a significant portion of spot pixels—if not all [i.e., a, b, and c on
Fig. 2(a)]—are not included in the SPH set [colored in red, see
Fig. 2(b)]. Instead, they are included in the SPL set [colored in
blue, see Fig. 2(b)]. Furthermore, each discrete ROI may contain
one or more spots (for example, region R1 contains four spots,
while region R3 contains a single spot).

Fig. 3. Two-dimensional and 3-D representation of (a) a Gaussian spot and
(b) a plateau spot.

B. Determination of Pixels Having High Probability of Being
Spot-Centers

According to Bettens et al. [27], protein spot intensity peaks
on spot central region and declines as distance from this region
increases. In case the peak is thin, the 3-D morphological shape
of the spot resembles a 3-D Gaussian function [see Fig. 3(a)],
while when the peak is wide, the 3-D morphological shape
of the spot resembles a plateau [see Fig. 3(b)]. Based on the
aforementioned observation, it is self-explanatory that the spot-
centers located in each distinct region Rr correspond to local
intensity maxima of pixels contained within Rr . However, the
opposite is not true as a 2-D gel image is often contaminated
with noise as well as artifacts and contains inhomogeneous
background. Consequently, the local maxima that have a high
probability of being associated with spot-centers in each Rr are
those which have the highest intensity value within a vicinity of
local maxima. Therefore, local maxima in each region Rr are
grouped together, and the highest local maximum of each group
is considered to have a high probability of being associated with
the actual spot-center.

In particular, let Gr = (V,E) be a weighted graph, where
V denotes the vertex-set and E denotes the edge-set of Gr . A
vertex vm ,m = 1, . . . , |V | of the Gr graph represents a pixel
located in a particular region Rr and corresponds to a local
maximum of the median intensity values. In each vertex vm ,
a weight equal to the median intensity value of the pixel that
the vertex vm represents is assigned. Each vertex vm is con-
nected with another one only if the Euclidean distance be-
tween the pixels they represent is less than Td , where Td is a
constant.

A vertex vm must be connected only to vertices of lesser
weight in order to have high probability of being associated with
a spot-center. If a vertex vm is connected to a vertex of higher
weight, then the vm has low probability of being associated
with a spot-center. If a vertex vm is connected to l vertices
vi, i = 1, . . . , l of equal weights, then the vm and the vi vertices
are considered as a single vertex for the purpose of comparing
the weights of vertices.

Fig. 4 illustrates the region R1 of Fig. 2. The local max-
ima having high and low probability of being associated with
spot-centers are depicted with red and blue color, respec-
tively. It should be highlighted that two of the local maxima
(M1 ,M2)—that have high probability of being associated with
spot-centers—do not correspond to actual spot-centers but to
spurious spot-centers. In the last stage of our proposed approach,
these local maxima are detected and removed.
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Fig. 4. Enlargement of the R1 region of Fig. 2. The local maxima having high
and low probability of being associated with spot-centers are illustrated with
red and blue color, respectively.

Fig. 5. (a) Roughly segmented spot surfaces and (b) their corresponding con-
tours. (c) and (d) Precisely segmented spot surfaces. On (d) spurious spots have
been detected and removed.

C. Rough Segmentation of Spot Surfaces

As mentioned earlier, each determined region Rr contains
one or more local maxima that have a high probability of be-
ing associated with spot-centers. In this stage, the Rr region
is segmented into subregions around the aforementioned local
maxima.

In particular, each single vertex or group of equally weighted
and connected vertices—each having high probability of being
associated with the spot-center—forms a distinct cluster Ck ,
where k ⊂ N. The proposed algorithm proceeds by joining each
pixel p∗i of median intensity value i∗ to the cluster with which
it is mostly connected, for all median intensities i∗ between
i∗max and i∗min . Therefore, for each p∗i pixel a majority voting
criterion is applied amongst its 3 × 3 adjacent pixels. If none
of its adjacent pixels belongs to a cluster, then the algorithm
proceeds by joining the rest of the pixels of median intensity i∗

before joining the p∗i pixel to a cluster.
The subregions in which the regions Rr have been segmented

are illustrated in Fig. 5(a) with different colors. The bound-
aries of these roughly segmented spot surfaces are depicted in
Fig. 5(b). As one can observe, each of the R1 and R2—each
containing only four protein spots—has been segmented into
six subregions. The four spurious spots—denoted as S1 , S2 , S3 ,

and S4 in Fig. 5(a)—are detected and removed in the last stage
of the proposed approach.

D. Precise Segmentation of Spot Surfaces

Let Rrj be the j subregion of the Rr region. The spot surface
located inside the Rrj is segmented as follows. First, the Rrj

subregion is expanded by adding pixels p around its perimeter
so that the pixels p are not contained simultaneously in another
adjacent subregion Rrk , where k 
= j. In this respect, the dilation
operator in the Rrj region is applied using a disk D of radius rD
as a structuring element [28]. In particular, the expanded region
RE

rj of Rrj is defined as

RE
rj = {p : (p ∈ (Rrj ⊕ D)) ∧ (p /∈ (Rrk ⊕ D))} (7)

where Rrj ⊕ D stands for the dilated region Rrj using the
structuring element D.

Subsequently, the iterative (optimal) thresholding technique
[29] is applied in the gradient intensity values of pixels located
in RE

rj in order to obtain the optimal contour of the spots. The
precise spot surface is defined as the area, which is inside the
elliptical shape determined by the pixels having the highest
gradient intensity values. For example, Fig. 5(c) illustrates the
contour of the spot surfaces precisely segmented.

E. Detection and Elimination of Spurious Spots

As mentioned earlier, a number of spot surfaces may not
contain actual protein spots but spurious ones. These spot sur-
faces are likely to contain either many local maxima (in the case
of noise and artifacts) or are likely to be highly homogeneous
(in the case of background). Based on this observation, spurious
spots are those which fulfill one of the following two conditions.

1) If the percentage of local maxima inside a spot surface
is higher than a maximum acceptable threshold Tm , then
this spot surface contains a spurious spot.

2) If the coefficient of the variation CV [30]–[32] in the
intensity values inside a spot surface is lower than a mini-
mum acceptable value Tcv then this spot surface contains
a spurious spot. Indeed, if the CV is lower than Tcv it
means that the dispersion of the intensity distribution is
small, thus the spot surface is in reality a background re-
gion. Fig. 5(d) illustrates the segmentation result after the
spurious spots removal.

III. RESULTS AND DISCUSSION

Several experiments were conducted in order to evaluate the
performance of the proposed approach and compare it with
two established commercial packages (Melanie 7 and Delta2D)
as well as with two recently published methods (Savelonas
et al. [10] and Scimo [11]). In this respect, we used 16-bit
images obtained from three different datasets, containing a total
of ∼21 400 spots, while existing techniques have been tested on
significantly lower number of spots for their evaluation (e.g., the
method of dos Anjos et al. [11] has been tested on∼1000 spots).
It is worth mentioning that the proposed approach supports im-
ages of any bit depth. However, the 16-bit images were prior
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candidates, since they are characterized by high resolution
which enables low-intensity spots to be more easily distin-
guished from the background, in order to enhance their visu-
alization. A user-friendly software implementation of the pro-
posed approach, named “ANGELI” (Analyzing 2-D Gel Elec-
trophoresis Images), is available online at http://rtsimage.di.uoa.
gr/ANGELI.

The first two datasets (D1 , D2) consist of real 2-D gel
images containing a total of ∼10 200 and ∼1000 spots, re-
spectively. D1 has been provided through the courtesy of the
Biomedical Research Foundation of the Academy of Athens
(http://www.bioacademy.gr), whereas D2 is the dataset that has
been used by dos Anjos et al. [11] in order to evaluate their
algorithm—named “Scimo”—as well as to compare it with two
other state-of-the-art programs. The third dataset D3 consists
of synthetic 2-D gel images which have been produced by our
group. These images contain a total of ∼10 200 spots. Each spot
was produced by using the 2-D Gaussian flat top function. In or-
der to create synthetic images that look similar to the real ones,
the spots were overlaid onto backgrounds extracted from real
2-D gel images. It should be noted that the three datasets contain
single, as well as overlapping spots of various intensities, sizes,
and shapes. The spots are surrounded by inhomogeneous noisy
background that also contains artifacts.

The parameters of the proposed approach were adjusted once,
and they remained constant during all experiments performed
on the three datasets. Thus, the whole experimental procedure
on the synthetic and real 2-D gel images took place without
any human intervention. In particular, the constant Td of 8 was
adopted as the maximum acceptable distance between two con-
nected vertices. A disk D of radius 4 was adopted for the dilation
(rD = 4). The maximum acceptable value Tm of 2.5% and the
minimum acceptable value TC V of 0.001 were chosen in order
to distinguish the real spots from the spurious spots. It should
be highlighted that although the parameters of the proposed ap-
proach were adjusted once—not in accordance with each partic-
ular image—the parameters of the other four existing software
programs and techniques were adjusted during the evaluation—
by expert biologists—according to each separate image. In this
way, the results of the proposed approach using the default pa-
rameters were compared on purpose with the optimal results of
the other commercial programs and techniques.

In order to statistically analyze the detection results of the pro-
posed approach with the aforementioned commercial packages
and techniques, the D1 and D2 datasets of real 2-D gel images
were used. The ground truth for these datasets was provided
by expert biologists of the Biomedical Research Foundation
of the Academy of Athens (http://www.bioacademy.gr), who
manually determined the locations of protein spots by drawing
a cross inside each unique spot-region. Each image had three
ground truth replicates and its final ground truth was determined
by majority vote from these replicates.

The detection results were quantitatively evaluated using sen-
sitivity S, precision P as well as their weighted harmonic mean
(F -measure) defined as

S =
TP

TP + FN
, P =

TP

TP + FP
(8)

TABLE I
COMPARISON OF DETECTION RESULTS ON REAL 2-D GEL IMAGES

(D1 AND D2 DATASETS)

F -measure = 2 × S × P

S + P
(9)

where FN (false negatives), TP (true positives), and FP (false
positives) denote, respectively, the number of spots that are
missed, correctly detected, and falsely detected by a specific
method.

Sensitivity and precision values are both important, com-
plementary measures on the detection performance. However,
F-measure value is a more reliable measure than just sensitiv-
ity and precision, as it takes into account both the number of
detected protein spots as well as the number of spurious spots.

Table I presents a comparison of detection results between
the proposed approach and four other published methods and
commercial packages using the D1 and D2 datasets. Based on
the results, it is evident that the proposed approach: 1) detects
protein spots on single gels effectively, in both datasets and 2)
is more successful than the other four software programs and
techniques in detecting spots. In particular, it achieves values
greater than 92% in each measure (precision, sensitivity, and
F-measure) and more specifically, for the F-measure it achieves
the highest value against the compared software packages and
techniques (93.4% on the D1 dataset and 97.2% on the D2
dataset). These high values of F-measure mean that: 1) the pro-
posed approach detected almost all the real spots in the 2-D gel
images (sensitivity value is also very high), even though the im-
ages were produced by means of different technologies, and 2) it
detected a negligibly small number of spurious spots (precision
value is very high too). The latter remark is significant since
both high precision and high sensitivity minimize the effort and
time needed for validation and correction of the results by ex-
pert biologists. Contrary to the proposed approach, the other
four techniques achieve a lower value in precision, sensitiv-
ity, or both. According to the aforementioned remark, all these
techniques have detected a higher percentage of spurious spots
or have overlooked more spots than the proposed approach.
For example, in the D1 dataset, Melanie 7 has overlooked less
spots than the proposed approach (0.1% higher sensitivity value
than the proposed approach) but has simultaneously detected a
much higher percentage of spurious spots (7.6% lower precision
value). It is evident that the lower precision value of Melanie
7 (∼85%) compared to the proposed approach’s (∼93%) de-
mands more time and effort for the validation and correction of
the results by expert biologists.
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TABLE II
COMPARISON OF SEGMENTATION RESULTS ON SYNTHETIC 2-D GEL IMAGES

(D3 DATASET)

In order to statistically analyze the segmentation results of
the proposed approach against the aforementioned packages and
techniques, the D3 dataset of synthetic 2-D gel images was used,
for which the exact boundary of each individual spot was known.
The segmentation results were quantitatively evaluated using
sensitivity, precision, F-measure as well as the normalized error
E between the real spot volume—based on the ground truth—
and the estimated spot volume by the respective segmentation
method. The normalized error E has already been used in the
statistical analysis performed by [33].

Table II presents a comparison of the segmentation results
for the D3 dataset. Based on the results, it is evident that the
proposed approach segments the spots in a more effective man-
ner than the other four software programs and techniques. In
particular, its F-measure has the highest value (93.3%), while
both the precision and sensitivity values are very high too.
Melanie 7, Scimo, and Savelonas et al. methods achieve a
slightly higher precision value, yet a significantly lower sensi-
tivity value than the proposed approach. Their higher precision
value corresponds to less background-pixels being included in
the spot-region. On the contrary, their lower sensitivity value
corresponds to more spot-pixels being excluded from the spot-
region, compared to the proposed approach. Based on this re-
mark, precision and sensitivity values are complementary mea-
sures. Therefore, F-measure is a more reliable measure than just
sensitivity or precision, as it takes into account both the number
of background-pixels included in the spot region and the num-
ber of spot-pixels excluded from it. Furthermore, the proposed
approach’s error margin is limited to 8.6% while the second
best performing software program (Melanie 7) bears an error
margin of 14.7%. In other words, the error margin of Melanie 7
is >50% greater than the proposed approach.

Paired student’s t-test was also performed comparing the seg-
mentation errors of all spots between our proposed approach and
the preceding ones (Melanie 7, Delta2D, Scimo, and Savelonas
et al. method). These tests showed that there was a signifi-
cant difference (p < 10−6) between the error of the proposed
approach and the errors of Melanie 7, Delta2D, Scimo, and
Savelonas et al. method.

Figs. 6 and 7 illustrate the segmentation results produced by
the proposed approach on a real and a synthetic 2-D gel image
obtained from D1 and D3 dataset, respectively. Figs. 8, 9, and
10 illustrate three 2-D gel subimages each one obtained from
a different dataset (D1 , D2 , and D3 , respectively) and the seg-
mentation results produced by Melanie 7, Delta2D, Scimo, and
Savelonas et al. and the proposed approach. In the aforemen-
tioned images, the locations of the spots—according to ground

Fig. 6. Segmentation result of a real 2-D gel image from D1 dataset using the
proposed approach.

Fig. 7. Segmentation result of a synthetic 2-D gel image from D3 dataset
using the proposed approach.
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Fig. 8. Real subimage (a) from the D1 dataset with its segmentation results
using (b) Melanie 7, (c) Delta2D, (d) Scimo, (e) Savelonas et al., and (f) the
proposed approach.

Fig. 9. Real subimage (a) from the D2 dataset with its segmentation results
using (b) Melanie 7, (c) Delta2D, (d) Scimo, (e) Savelonas et al., and (f) the
proposed approach.
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Fig. 10. Synthetic subimage (a) from the D3 dataset with its segmentation
results using (b) Melanie 7, (c) Delta2D, (d) Scimo, (e) Savelonas et al., and
(f) the proposed approach.

Fig. 11. Real subimage (a) from the D1 dataset with its segmentation results
using (b) Melanie 7, (c) Delta2D, (d) Scimo, (e) Savelonas et al., and (f) the
proposed approach.

Fig. 12. Real subimage (a) from the D1 dataset containing a streak with spots
as well as its segmentation results using (b) Melanie 7, (c) Delta2D, (d) Scimo,
(e) Savelonas et al., and (f) the proposed approach.

Fig. 13. Enlargement of the two white oblongs of Fig. 8 with their segmen-
tation results using (b) Melanie 7, (c) Delta2D, (d) Scimo, (e) Savelonas et al.,
and (f) the proposed approach.

truth—are illustrated with blue crosses. As mentioned earlier,
the ground truth of real images has been provided by expert
biologists.

Based on the results, it is evident that the proposed approach
has very effectively detected and segmented the protein spots.
For instance, in Fig. 9 it has detected 100 protein spots out of
102, while Melanie 7, Delta2D, Scimo, and Savelonas et al.
method have detected 90, 88, 91, and 67 real spots, respectively.
Furthermore, in the same image the proposed approach found 1
spurious spot, while Melanie 7, Delta2D, Scimo, and Savelonas
et al. method found 18, 83, 21, and 3 spurious spots, respectively.
Last but not least, the proposed approach has segmented the
protein spots more accurately in contrary to the other methods
which either include background within the spot area or exclude
a part of the spot area.

This is illustrated in Figs. 11, 12, and 13 which depict the
segmentation results of four 2-D gel subimages (two real and
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two synthetic). According to the ground truth of these images
(blue crosses), the proposed approach has effectively segmented
the protein spots without detecting any spurious spot, even if the
subimage contains a streak (see Fig. 12). However, the results
obtained by the other software programs and techniques need
manual correction. Moreover, the spot boundaries generated by
the proposed approach are more plausible than those generated
by the software packages and techniques.

IV. CONCLUSION

Spot detection and segmentation in 2-D gel images are un-
doubtedly two challenging stages of the proteomic analysis se-
quence. In this paper, an original approach for the detection and
segmentation of 2-D gel spots is presented. The proposed ap-
proach is very effective under the following adverse conditions:
1) the presence of various spot-shapes, sizes, and intensities,
2) the presence of overlapping spots, as well as 3) the presence
of artifacts (streaks, speckles), noise, and inhomogeneous back-
ground. The experimental results over synthetic and real images
confirm the validity of our method, as well as its accuracy and
effectiveness. Additionally, its default parameters worked well
regardless of the nature of these images. Overall, the results
suggest that the proposed approach is a promising alternative to
the state-of-the-art published methods.
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