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Abstract. Wireless Capsule Endoscopy (WCE) has been introduced as  a non-
invasive colour imaging technique for the inspection of the small intestin along 
with the rest of the gastrointestinal tract. Each WCE examination results in a 
50,000-frames video that has to be visually inspected frame-by-frame by the 
doctor and this may be a highly time-consuming task even for the experienced 
gastroenterologist. In this paper we propose a novel approach that leads to a 
summarized version of the original video enabling significant reduction in the 
video assessment time without losing any critical information. It is based on 
symmetric non-negative matrix factorisation initialized by the fuzzy c-means 
algorithm and it is supported by non-negative Lagrangian relaxation to extract a 
subset of video frames containing the most representative scenes from an entire 
examination. The experimental evaluation of the proposed approach was per-
formed using previously annotated endoscopic videos from various sites of the 
small intestine. 

Keywords: Non-negative matrix factorisation, wireless capsule endoscopy, 
video, summarisation. 

1   Introduction 

Wireless Capsule Endoscopy (WCE) [1] represents a major departure from conven-
tional endoscopy which is inefficient for the examination of the small intestine and is 
usually uncomfortable for the patient. By using the WCE technique, the physician can 
efficiently diagnose a range of gastrointestinal disorders, including ulcer, unexplained 
bleeding, and polyps. One of the major challenges that WCE imposes is the size of the 
resulting video which results in a more than an hour of intense labour for the physi-
cian in order to examine the whole frame sequence [2] while this manual examination 
process does not guarantee that some abnormal regions are missed.  

Several computational approaches coping with the analysis of the WCE video have 
been proposed [3-14]; however, to the best of our knowledge, no major contribution 
has been made to the reduction of the time required for visual inspection of the WCE 
video. To cope with this issue, we propose an effective computational approach that 
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drastically reduces the video frames to be inspected enabling this way faster inspec-
tion of the video sequence. The proposed approach [17] applies a methodology based 
on non-negative matrix factorisation (NMF) [18, 19] to summarize the WCE video by 
keeping the most representative scenes from the whole examination.  

The rest of this paper consists of three sections. Section II provides a description of 
the proposed methodology. Section III, presents the results of its experimental appli-
cation on WCE video data, and Section IV summarises the conclusions that can be 
derived from this study. 

2   Methodology 

The proposed approach for WCE video summarisation is based on the data reduction 
methodology described in [17] and it takes place in three steps. In the first step Fuzzy 
C-Means (FCM) is applied on the input video stream to group its frames into a prede-
fined number of clusters, whereas in the second and in the third step two NMF algo-
rithms are subsequently applied on the clustered frames so that they extract only some 
representative video frames from the whole video.  

Given a non-negative m×n matrix V, the NMF algorithms seeks to find non-
negative factors W and H of V  such that: 

HWVV ×=≈  (1) 

where km×ℜ∈W  and  nk×ℜ∈H . 
The dimensionality and the initial values of W and H (or just H in certain algo-

rithms) are determined by means of the FCM algorithm. FCM performs soft cluster-
ing of the video frames so that they belong to more than a single cluster. The mem-
berships of each frame to the different clusters are stored in a k×n matrix UFCM.  

The neighbouring frames in the original m-dimensional vector space, are deter-
mined by calculating the n×n matrix of the Euclidean distances which is used for the 
calculation of the geodesic distance matrix DG that contains the geodesic distances 
(shortest paths) between the vectorial representations of the frames. Next, DG is trans-
formed into a pairwise similarity matrix according to the exponential weighting 
scheme in Eq. (2), 

r

DG

eV
−

=  
(2) 

V is going to be used as an input to the FCM. 
The dimension k of UFCM is set equal to the predefined number of clusters c, 

whereas W and H are initialized with the m-dimensional cluster centroids and the 
values of the membership matrix of the converged FCM, respectively.  

The symmetric NMF (SymNMF) which for a square matrix is: 

THHV ×≈  (3) 

SymNMF is applied on V so that it “unfolds” the clusters and makes them more 
transparent. For the calculation of H we followed the iterative approach described  
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in [17, 22] initializing H with UFCM. Iteration takes place until the objective function 
of the SymNMF converges to a small positive value close to zero.  

The final step of the methodology imposes orthogonality constraints on the output 
of the SymNMF so as to extract the most representative members of a given cluster. It 
is implemented by means of an NMF multiplicative update iterative algorithm known 
as Non-negative Lagrangian Relaxation (NLR) [17, 23].  

In NLR the entries are viewed as cluster indicators and as a result the interpretation 
of the results at convergence is straightforward allowing this way a relatively easy 
interpretation of the cluster structure. 

3   Results 

In order to illustrate the performance of the proposed summarization approach, a 
number of experiments were conducted on a controlled dataset comprising of anno-
tated video frames with ground truth information provided by expert endoscopists 
who visually inspected and annotated each frame. A total of 281,000 WCE frames 
were obtained with identical imaging settings from different patients and two kinds of 
abnormal findings were identified; ulcers and bleeding. As each finding was visible in 
more than a single frame, neighbourhoods of frames were extracted for each finding. 
This process led to the extraction of a total of eight neighbourhoods of frames with 
abnormal findings which were further balanced at 40 frames per category by random 
sampling of the larger set to avoid bias. The final dataset dataset consists of 4 ulcer 
neighbourhoods that contain 11, 8, 12 and 9 frames and 4 bleeding neighbourhoods 
that consists of 12, 19, 5 and 4 frames; summing up to 40 and 58 frames of ulcers and 
bleedings respectively. Aiming to investigate the discrimination between abnormal 
and normal tissues, a total of 40 frames of normal tissues, was appended. The normal 
frames were extracted from randomly sampled sites of normal tissues over the whole 
dataset leading to the formation of a 7 neighbourhoods of normal frames. The result-
ing dataset consists of 120 frames (n=120). 

In order to reduce the computational cost and the detail of each frame the video 
frames were rescaled from 260×260 pixels to 91×91 pixels (m=8281). Experimenta-
tion showed that the use of smaller frames was not beneficial for the overall results. 

The images were converted to greyscale and used to form the initial dataset matrix 
of m×n dimensions. By following the process described in the previous section we 
calculated the similarity matrix V according Eq. (2), with r=100 [17], so as to proceed 
with the FCM calculations. FCM was executed for 3 clusters.  

In the following, we subsequently applied SymNMF and NLR to V. It can be ob-
served that still after SymNMF the cluster structure is not clear. After the application 
of NLR the clusters are not really separated, though NLR enforces orthogonality. This 
lack of strict orthogonality is due to the fact that the number of iterations of the 
SymNMF and NLR accordingly are finite. Actually, only a part of the examples are 
strictly ‘orthogonal’ to the members of other clusters. These members form the Most 
Representative Examples (MREs) of the cluster. 
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Fig. 1. Results of the SymNMF (left) and NLR (right) 

In order to extract the MREs of each cluster, we apply the orthogonality condition 
with a mild deviation from the strict orthogonality according to [17]. Thus, we apply a 
threshold T to the entries of X. The value of T controls the degree of summarization of 
the WCE video. Large values of T lead to more examples (frames) in the resulting set 
of MREs. Figure 2 illustrates how the total number of frames in the resulting video 
varies with T, as well as the percentage reduction in the total number of frames of the 
original video. From these figures it is obvious that for threshold values close to 1E-5 
the total number of frames per cluster is substantially reduced. Moreover, the total 
number of frames may be reduced down to 10% of the number of frames of the origi-
nal video, and since the number of frames is proportional to the visual inspection 
time, a 90% reduction in this time is feasible. 

Such a frame reduction would actually be worthless if the remaining frames would 
not contain representatives from all the possible abnormal findings, since missing 
even a sing abnormality could be critical for the patient. A thorough examination of 
the frames comprising the summarised video validated that the proposed approach did 
not miss any abnormal finding. The summarized video was containing at least one 
representative frame from each neighbourhood of frames of abnormal findings. For 
certain values of T the proposed approach missed some neighbourhoods of normal 
frames, but this is insignificant considering that it does not have any implications for 
the patient. For T  below 1E-5  the number of frames became too small and many 
neighbourhoods didn’t have any representative frames in the final video. 

By integrating a time stamp to each representative frame we can offer the physician 
the ability to return to the corresponding frame of initial video so as to further  
examine the area of interest. 
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Fig. 2. Total number of frames and percentage reduction in the total number of frames for 
different values of threshold T 

4   Conclusions 

The novel approach to WCE video summarisation that we presented is based on the 
application of the NMF on the video frames according to the methodology proposed 
in [17]. The results of its experimental evaluation on annotated WCE videos with 
multiple findings showed that a significant reduction in the total number of frames of 
the original video without any loss of patient-critical information is feasible, leading 
to a significant reduction of the visual inspection time required per endoscopic  
examination.  

Our future work includes utilization of various image features for the discrimina-
tion of other types of abnormal findings such as polyps and cancer, as well as further 
experimentation with many annotated WCE videos and investigation of memory-
efficient techniques to perform NMF on large WCE video streams. 
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